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ABSTRACT

Scientists have been using scientific workflow management systems (SWfMS) to support scientific experiments. However, SWfMS expect a modeled workflow to be represented on its workflow language to be executed. The scientist does not have an assistance or guidance to obtain a modeled workflow. Experiment lines, which are a novel approach to deal with these limitations, allow for the abstract representation and systematic composition of experiments. Since there are many scientific workflows already modeled and successfully executed, they can be used to leverage the construction of new abstract representations. These previous experiments can be helpful by identifying scientific workflow clusters that are generated according to similarity criteria. This paper proposes SimiFlow, which is an architecture for similarity-based comparison and clustering to build experiment lines following a bottom-up approach.
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1 INTRODUCTION

Most of the existing scientific experiments need to process and transform large volume of data, which may be an unviable task to be accomplished without computational support. In many possible scenarios, scientists execute simulations to validate their hypothesis. These simulations depend on the use of computational mechanisms that may be very complex. Scientific workflows are an abstraction that allows the specification of those experiments in a structured manner using a flow of programs, services and data to produce a final result (Deelman et al. 2009).

As the composition of programs to model a coherent workflow become complex (many programs invocations, additional data transformations steps, need for loops and decision points), it is necessary to provide ways to support scientist in composing these workflows (McPhillips et al. 2009). Cavalcanti et al. (2005) propose the use of different abstraction levels to compose scientific workflows as a way to cope with this complexity. Cavalcanti et al. (2005) grade the abstraction levels in two different categories: abstract and concrete. Following their definition, an abstract workflow is the representation of a chain of activities without specifying its mapping to execution resources, while concrete workflows connect the execution of activities with some computational resources. Concrete workflows are usually specified (and executed) in Scientific Workflow Management Systems (SWfMS). However, scientists usually focus their efforts in the conceptual level of the experiment. Due to that a new abstraction level is needed: the conceptual one. A conceptual workflow is the chain of activities that specifies what needs to be done without saying how it must be done (Ogasawara et al. 2009b). The conceptual level is exclusively related to concepts that describe each activity of the workflow. However, existing SWfMS are closely related to con-
crete workflows and do not provide ways to specify conceptual workflows and this type of abstract specification is an open and important issue (Matosso et al. 2010).

In order to bridge the gap of composing scientific workflows using levels of abstraction, the concept of experiment lines (Ogasawara et al. 2009b) was proposed. The concept of experiment lines aims at minimizing the complexity of scientific experiments composition by defining families of experiments that share common activities. Experiment lines represent a scientific workflow in a conceptual level and can be considered as a meta-experiment, thus representing important information such as optional activities and variability.

There are two different approaches to model an experiment line: top-down and bottom-up. In a top-down approach, from the specification, the user is able to model conceptual and abstract workflows and, then, generate concrete workflows based on the previously modeled conceptual and abstract workflows. This process is called derivation. The top-down approach may be used when scientists are specifying new experiments and previously modeled abstract workflows are not available to be reused. On the other hand, experiment lines also allow workflow composition using a bottom-up approach, i.e., the conceptual and abstract workflows can be modeled from previously imported concrete workflows.

In bottom-up approach scientists have many concrete workflows already modeled and do not have the identification of the conceptual workflow for each one of the concrete workflows. Indeed, a large amount of concrete workflows may possibly be derived from a single conceptual workflow and scientists may not be aware of this fact. In this way, if we could compare pre-existing concrete workflows, we would be able to structure the knowledge of the experiment, thus allowing for executing a bottom-up approach to model experiment lines. However, there is a need of a set of primitives to calculate the similarity between these workflows and to cluster these workflows based on the similarity to promote a bottom-up approach.

This paper presents SimiFlow (Silva et al. 2010), an architecture that focuses on comparing and clustering workflows based on similarity. SimiFlow aims at supporting the modeling of experiment lines following a bottom-up approach. The main goal of this work resides in the process of workflow comparison and clustering without concerning about the modeling of experiment lines. This architecture was implemented in the GExpLine tool (Oliveira et al. 2010) that is responsible for managing experiment lines.

This paper is organized in four sections besides this introduction. Section 2 introduces the SimiFlow architecture. Section 3 discusses experimental results. Related work is presented in Section 4 and finally Section 5 concludes the paper and points to future work.

2 SIMIFLOW
This section presents SimiFlow and its components. SimiFlow was designed and developed aiming at comparing and clustering scientific workflows based on their similarity. This section is divided into four subsections. Subsection 2.1 presents the conceptual architecture. Subsections 2.2, 2.3, and 2.4 explain the components and algorithms developed to compare and cluster a set of concrete scientific workflows.

2.1 Architecture
The architecture of SimiFlow was designed aiming at analyzing and grouping scientific workflows from a set of concrete workflows based on the similarity of each pair within this set. Once the similarity is calculated, SimiFlow is capable of generating clusters of concrete workflows. The elements of each one of these clusters share common characteristics and elements, thus representing a family of workflows. As the concept of experiment lines aims at representing families of workflows we can benefit from the SimiFlow architecture to model experiment lines based on a specific set of concrete workflows.

Since there are many types of algorithms to calculate similarity, the SimiFlow architecture is extensible to provide ways to change algorithms and methods to compare and cluster workflows. In this way, SimiFlow architecture was conceived by using the design pattern strategy (Gamma et al. 1994) which is focused on the dynamic change of algorithms developed for a specific application. Based on this strategy pattern it is possible to define a group or family of algorithms and then encapsulate them into objects.

Three different cartridges (Birsan 2005) were developed to be used by SimiFlow: a cartridge to import workflows, a cartridge to compare workflows, and a cartridge to cluster workflows based on the calculated similarity. The first cartridge is responsible for obtaining concrete workflows from external sources and then storing important structural information of these workflows in the GExpLine database schema. The second cartridge compares pairs of scientific workflows and calculates the similarity between them. The last cartridge clusters the workflows based on the calculated similarity. Figure 1 presents the proposed architecture and the different cartridges. The following subsections explain each one of the cartridges.
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import scientific workflows provides ways to store important structural information in the GExpLine schema related to scientific workflows specified in the Taverna (Oinn et al. 2004), VisTrails (Callahan et al. 2006), and Kepler (Altintas et al. 2004) SWfMS. These SWfMS allow scientists to specify concrete workflows using specific formats based on XML. Those XML files are then imported and analyzed by SimiFlow, which is capable of mapping the information represented in the XML file to the relational database schema of GExpLine. Figure 2 presents a fragment of a XML file generated by Taverna and the mapping of XML elements to the classes of the GExpLine schema (Oliveira et al. 2010).

In order to evaluate different algorithms for comparing and clustering workflows based on similarity, it is important to work with an expressive number of workflows. To achieve this goal, the set of workflows imported to the GExpLine schema was gathered from the website myExperiment (Goble & Roure 2007). The myExperiment site provides a repository of scientific workflows. At December 2009, the myExperiment had 756 Taverna workflows including 463 public workflows.

2.2 Workflow import

The goal of the comparison cartridge is to analyze each pair of scientific workflows in the set of concrete workflows and calculate a similarity value for each pair. Although the architecture is ready to support different cartridges for comparison, this paper presents only one cartridge, which was used as an initial implementation.

The basic cartridge that compares scientific workflows and calculates the similarity between them executes a comparison algorithm that consists of two phases. The first phase (penalty phase) structurally compares each pair of scientific workflows. The algorithm initially assumes that each pair of workflow elements from the comparing workflows is equal. The algorithm then starts observing each pair of workflow elements using different criteria. Each difference observed is considered a penalty and it is used to compute the similarity. The second phase (similarity phase) analyzes all penalties generated for each pair of workflow elements and summarizes the final similarity for each pair of workflows.

2.3 Comparison

The first phase of the comparison algorithm is the penalty phase. As discussed before, this phase is responsible for comparing all workflow elements of each pair of scientific workflows of the initial set of workflows. Let us suppose that we are comparing activities of workflows $W_1$ and $W_2$. Each activity of $W_1$ is compared with each activity of $W_2$ considering a specific set of characteristics of each activity (that we call elements and are further detailed following). The algorithm performs many comparisons of tuples like $(A_i, A_j)$ where $A_i$ is an activity of $W_1$ and $A_j$ is an activity of $W_2$. This comparison activity considers the following elements to compare: name of the activity, type of activity, port, relationship, and internal structure (sub-workflow or XML definition of the activity). The comparison process of each element generates a penalty value: $PnA$ (associated to the name of the activity), $PnP$ (associated to ports), $PnR$ (associated to relationship), and $PnIS$ (associated to the internal structure of the activity) that is composed by $PnSw$ (associated to sub-workflow) or $PnX$ (associated to the XML definition of the activity).

For each comparison, a penalty is applied and the final penalty for each pair of activities $(A_i, A_j)$ is defined as:

$$PnTotal_{A_i,A_j} = PnA_{A_i,A_j} + PnP_{A_i,A_j} + PnR_{A_i,A_j} + PnIS_{A_i,A_j}$$  

and:

$$PnIS_{A_i,A_j} = \begin{cases} PnSw_{A_i,A_j}, & \text{if } A_i \text{ or } A_j \text{ is a subworkflow} \\ PnX_{A_i,A_j}, & \text{if } A_i \text{ and } A_j \text{ are not subworkflows} \end{cases}$$  

The penalty values vary according to the type of element being considered. The maximum penalty values are shown in Table 1. Note that the maximum penalties used in this paper are part of an initial study and these values may be fine-tuned in

\[Figure 1 – SimiFlow architecture.\]
Figure 2 – Mapping workflow structure to GEOWL schema.
the future to improve SimiFlow. However, these values are the maximum penalties applied for each criteria and the computed penalty depends on the number of differences found. Throughout this section, each criterion is described in detail.

<table>
<thead>
<tr>
<th>Element</th>
<th>Maximum penalty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name of activity</td>
<td>512</td>
</tr>
<tr>
<td>Type of activity</td>
<td>1024</td>
</tr>
<tr>
<td>Port</td>
<td>128</td>
</tr>
<tr>
<td>Relationship</td>
<td>64</td>
</tr>
<tr>
<td>Internal structure</td>
<td>256</td>
</tr>
</tbody>
</table>

Table 1 – Element maximum penalties.

Name of activity

This is the simplest comparison element. The algorithm analyzes the names of the activities \( A \) and \( A' \) and if they are different it applies the maximum penalty \( P_{n A,n A'} = 512 \). Figure 3 presents a trivial example of name comparison between activity \( A \) and \( A' \). In this example the penalty applied was 512.

![Figure 3 – Activity name comparison.](image)

Type of activity

The second comparison element is the type of activity. Each activity in a scientific workflow (independent of SWfMS) has a specific type. For example, there are Web Services activities, command lines activities, grid services activities and so on. The algorithm analyzes the types of both activities \( A \) and \( A' \) and if they are different it applies the maximum penalty \( P_{n T,A,n A'} = 1024 \). Figure 4 presents an example of type comparison between activity \( A \) and \( A' \). These activities have different types and, in this case, the penalty applied was 1024.

![Figure 4 – Activity type comparison.](image)

Port

The third comparison element is the set of ports of the activity. Different from the two previous elements, the penalty applied to port comparison is proportional to the number of different ports between a pair of activities. It considers three types of ports: input ports (IP), output ports (OP), and multiports (MP) that can act either as input and output ports and whose behavior is not known a priori. Let us explain with a theoretical example. Figure 5 presents a comparison between activities \( A \) and \( A' \). \( A \) has 3 input ports named \( X \), \( Y \), and \( W \) while \( A' \) has 2 input ports named \( X \) and \( Z \). \( A \) has also 2 output ports and \( A' \) has 2 output ports as well.

![Figure 5 – Activity port comparison.](image)

The first part of the algorithm compares each input port of \( A \) with all input ports of \( A' \). If the name and the type of each pair of ports are equal then it is computed as one match. This process is repeated until all ports are compared. In the case of the example of Figure 5 there is only one match (port \( X \)) and the other three ports do not have a correspondent port. In this way, the penalty applied here must be proportional to the number of different ports. The algorithm calculates a proportional factor \( \alpha_i \) for the input ports. The proportional factor \( \alpha_i \) of this example is calculated as follows:

\[
\alpha_i = \frac{(I\text{P of } A + I\text{P of } A') - (2 \times \text{matches})}{(I\text{P of } A + I\text{P of } A')} = \frac{3 + 2 - (2 \times 1)}{3 + 2} = \frac{3}{5}
\]

The same calculus is performed to the output ports as well, generating a proportional factor \( \alpha_o \):

\[
\alpha_o = \frac{(O\text{P of } A + O\text{P of } A') - (2 \times \text{matches})}{(O\text{P of } A + O\text{P of } A')} = \frac{2 + 2 - (2 \times 1)}{2 + 2} = \frac{2}{4} = \frac{1}{2}
\]
and the same calculus is performed to multiports as well, generating a proportional factor \( \alpha_m \):

\[
\alpha_m = \frac{(0 + 0) - (2 \times 0)}{0 + 0} = 0. \tag{5}
\]

The average of \( \alpha_i \), \( \alpha_o \), and \( \alpha_m \) is then multiplied to maximum port penalty, thus generating the port penalty. In the example of Figure 5, the final result of the port comparison between \( A \) and \( A' \) is:

\[
P_{P_nP_{A,A'}} = \left( \frac{\alpha_i + \alpha_o + \alpha_m}{3} \times 128 \right) + \left( \frac{\frac{3}{2} + \frac{3}{2} + 0}{3} \times 128 \right) = 46.86
\]

**Relationship**

The fourth comparison element is the set of input relationships (IR) and output relationships (OR) of one activity. Similarly to the penalties applied to ports, the penalty applied to relationship comparison is also proportional to the number of different input and output relationships between a pair of activities. In this paper, we consider a relationship as similar or different depending on the activities that it connects. To simplify, let us explain with a theoretical example.

Figure 6 presents a comparison between activities \( A \) and \( A' \). \( A \) has two output relationships that connects \( A \) to \( B \) and \( A \) to \( C \) while \( A' \) has two output relationships that connects \( A' \) to \( B' \) and \( A' \) to \( C \). In this paper, we consider that an activity has a similar relationship to another if the relationship connects the activity that is being compared to another with the same name. In the example of Figure 6, the relationship that connects \( A \) and \( C \) is considered similar to the one that connects \( A' \) and \( C \) because both relationships represent an output relation that is connected to the activity \( C \).

Similarly to the port comparison, in the case of relationship comparison we should calculate proportional factors \( \alpha_i \) and \( \alpha_o \) to the input and output relationships, respectively. In Figure 6 we may calculate \( \alpha_o \) as following:

\[
\alpha_o = \frac{(\text{OR of } A + \text{OR of } A') - (2 \times \text{match})}{\text{OR of } A + \text{OR of } A'} = \frac{(2 + 2) - (2 \times 1)}{(2 + 2)} = \frac{2}{4} = \frac{1}{2}. \tag{7}
\]

The same calculus is performed to the input relationships as well, generating a proportional factor \( \alpha_i \). In the example of Figure 6, since we are comparing \( A \) and \( A' \), they do not have input relationships leading to \( \alpha_i = 0 \).

**Internal structure – XML definition**

This item corresponds one of the ways to evaluate the internal structure of activities. The analysis of the XML definition criteria is used when both activities to be evaluated are not subworkflows (see the next subsection). The comparison element is the XML definition (tags) of each activity. Similarly to the penalties applied to ports and relationships, the penalty applied to XML definition comparison is also proportional to the number of different elements found in the XML definition between a pair of activities.

In this paper, we consider an XML element as similar if the string that defines the XML tag is the same and vice-versa. To simplify, let us explain with a theoretical example.

Figure 7 presents a comparison between the XML definition of activities \( A \) and \( A' \). \( A \) has two elements in the XML (tags arbitrarywsdl and description) while \( A' \) has two elements in the XML as well (tags arbitrarywsdl and description). In our cartridge implementation, the penalty for the XML definition considers the number of differences found in the strings for each tag of activity \( A \) and \( A' \).

In the example of Figure 7, one of the two tags is the same in both XML definitions while the other is different.
Similarly to the port and relationship comparisons, in the case of XML definition comparison, we should calculate the proportional factor \( \alpha \). In Figure 7 we may calculate \( \alpha \) as follows:

\[
\alpha = \frac{(\text{Elem. of } A + \text{Elem. of } A') - (2 \text{ matches})}{(\text{Elem. of } A + \text{Elem. of } A')}
\]

\[
= \frac{(2 + 2) - (2 \times 1)}{(2 + 2)} = \frac{2}{4} = \frac{1}{2}.
\]  

(9)

In this way, the proportional factor \( \alpha \) is then multiplied to the maximum penalty, thus generating the real penalty. In the example of Figure 6, the final result for the comparison of \( A \) and \( A' \) is:

\[
P_{RN_{A,A'}} = (\alpha \times 64) = \left(\frac{1}{2} \times 64\right) = 32
\]  

(10)

**Internal structure – subworkflow**

The last comparison element is the subworkflow. Similarly to the penalties applied to ports and relationships, the penalty applied to subworkflow comparison is also proportional to the number of differences found between a pair of activities \( A_i \) and \( A_j \). In the case of subworkflow comparison we have to separate it in three different cases: (i) one activity is a subworkflow and the other is not. In this first case the algorithm compares activities \( A \) and \( A' \). In Figure 8 when it verifies that \( A \) is a subworkflow (composed by activities \( A_1, A_2, \) and \( A_3 \)) and \( A' \) is a regular activity, it computes the maximum penalty for subworkflow comparison. In Figure 9 when the algorithm verifies that \( A' \) is a subworkflow (composed by activities \( A'_1, A'_2, \) and \( A'_3 \)) and \( A \) is a regular activity, it computes the maximum penalty for subworkflow comparison. In both cases the algorithm computes \( P_{RSW_{A,A'}} = 256 \).
Both activities are subworkflows. This case (Fig. 10) is quite different from the previous two. In Figure 10 both $A$ (composed by activities $A_1$, $A_2$ and $A_3$) and $A'$ (composed by activities $A'_1$, $A'_2$ and $A'_3$) are subworkflows. The algorithm performs a recursively call for each subworkflow. In other words, the whole penalty phase and similarity phase of the algorithm (that is further explained in sub-section 2.3.2) are applied to the subworkflows. The final result is a dissimilarity factor $\lambda$ (with values varying from 0 to 1) that is multiplied to the maximum penalty for each one of the criterion. The pairs ($A_1$, $\emptyset$) and ($\emptyset$, $A_j$) are included in the ordered list to be used by the greedy algorithm and, as they have the maximum penalty value, they are always placed at the end of the list.

Once the ordered list is computed, the algorithm starts taking the first pair ($A_i$, $A_j$) of the list (this pair is composed by activities $A_i$ and $A_j$ from workflows $W_i$ and $W_j$, respectively). This first pair has the lower value of all $PnTotal$ calculated, denoted here as $PnTotal_1$. The algorithm considers that this pair is the most similar of all in the ordered list, and it does not take into account the other pairs to get to this conclusion, as it is a greedy algorithm. After taking this pair out of the order, as $A_i$ and $A_j$ are already included in this pair, the algorithm excludes from the ordered list all pairs that contain activities $A_i$ and $A_j$. Then, the algorithm continues its execution by taking the next pair, storing the value of $PnTotal$ and excluding unnecessary pairs until the ordered list is empty.

At the end of the process, the greedy algorithm will have collected the $N$ pairs with the lowest values of $PnTotal$ for each pair of activities. The dissimilarity factor, denoted as $\lambda$, is then calculated as follows:

$$\lambda = \frac{PnTotal_1 + PnTotal_2 + \cdots + PnTotal_N}{1,984 \times N}$$

The similarity factor, denoted as $\lambda'$, can be calculated as follows:

$$\lambda' = 1 - \lambda$$

2.4 Clustering

After calculating the similarity between pairs of workflows, it is necessary to cluster them. The cartridge for clustering identifies the similarity of all pairs of workflows that exist in the GExpLine schema and produces a complete graph (Cormen et al. 2001).
i.e., a graph in which each pair of vertices has an edge connecting them) named $G$, with $n$ vertex ($n$ is the total number of workflows stored in the GExpLine schema) and $m$ edges ($m = C_n^2$). After generating this complete graph, SimiFlow prunes the edges that have a similarity value below a threshold. The final result is a forest, which a disjoint union of graphs (Cormen et al. 2001). A set of disconnected graphs (Cormen et al. 2001) is produced and the disconnected graphs composed by one vertex are eliminated. The remaining disconnected graphs represent the clusters of scientific workflows.

The threshold of this clustering process is an input parameter of the algorithm. It determines how much similarity is necessary in order to consider two workflows as part of the same cluster. Choosing the value of the threshold is an ad-hoc decision, based on assumptions and prior knowledge and experience. One can assume that two workflows with a similarity value of 0.60 are sufficiently similar to belong to the same cluster, while other can assume that they are totally different. The same issue appears when executing other classic clustering algorithms, like $K$-means, in which the number $K$ of clusters is an input parameter, and an inappropriate choice of $K$ may yield poor results (Cormen et al. 2001).

Figure 11 presents an example of a cluster. Based on the similarity values, we can note that there are two groups considering a threshold value of 0.55, since all edges with values lower than 0.55 would be pruned. In this way, workflows #1 and #2 are part of one cluster and workflows #3 and #4 are part of another cluster. SimiFlow can be seen as a test bed for such clustering algorithms, because other algorithms can be tried out with low effort since SimiFlow is designed to be extensible.

### 3 EXPERIMENTAL RESULTS

The SimiFlow architecture was implemented in the GExpLine tool. A first study was conducted to evaluate the viability of the architecture in Silva et al. (2010). An additional experimental study was conducted, reported in this paper, to evaluate the comparison and the clustering algorithms described in the previous sections. The experiment aimed at analyzing the comparison of workflows pairs and identifying clusters of workflows. All workflows used for this study were imported from the *myExperiment* site at December, 2009.

The importing process for this experiment stored a total number of 463 scientific workflows in the GExpLine schema. The total time for importing these workflows was approximately 1 hour and 40 minutes. Considering this scenario, the similarity process would need to perform $106,953$ comparisons ($C_{463}^2$) between pairs of workflows. For an initial study, the computation of similarities would demand too much CPU time to be completed. To minimize the total amount of time to execute the entire experiment, the initial set of concrete workflows was reduced. The experiment used workflows whose name begins with "EBI". After this filter, the number of workflows was reduced to 36 workflows ($C_{36}^2 = 630$ comparisons). The machine in which SimiFlow was executed using Hydra middleware (Ogasawara et al. 2009a) is the SGI Altix ICE 8200 with 64 nodes (Intel Xeon 8-core processor). The experiment used four nodes (32 cores). The similarity computation for these 36 workflows (630 comparisons) using Hydra took about one hour.

After the comparisons, the method of clustering was executed and different groups of workflows were created. Table 2
Table 2 – Workflow clustering.

<table>
<thead>
<tr>
<th>Workflow name</th>
<th>Cluster number</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBI InterProScan v1</td>
<td>#1</td>
</tr>
<tr>
<td>EBI InterProScan v2</td>
<td>#1</td>
</tr>
<tr>
<td>EBI_FASTA</td>
<td>#2</td>
</tr>
<tr>
<td>EBI_blastpgp_PSI-BLAST</td>
<td>#2</td>
</tr>
<tr>
<td>EBI_NCBI_BLAST</td>
<td>#2</td>
</tr>
<tr>
<td>EBI Fasta with prompts</td>
<td>#3</td>
</tr>
<tr>
<td>EBI_NCBI_BLAST_with_prompts</td>
<td>#3</td>
</tr>
<tr>
<td>EBI_ClustalW2_phylogenetic_tree</td>
<td>#4</td>
</tr>
<tr>
<td>EBI_ClustalW2</td>
<td>#4</td>
</tr>
<tr>
<td>EBI_InterProScan_tmhmm_signalp</td>
<td>#5</td>
</tr>
<tr>
<td>EBI_InterProScan_v3</td>
<td>#5</td>
</tr>
<tr>
<td>EBI_ScanPS</td>
<td>#6</td>
</tr>
<tr>
<td>EBI_Phobius</td>
<td>#6</td>
</tr>
<tr>
<td>EBI_MPurch</td>
<td>#6</td>
</tr>
<tr>
<td>EBI_MaxSprout</td>
<td>#7</td>
</tr>
<tr>
<td>EBI_Kalign</td>
<td>#7</td>
</tr>
<tr>
<td>EBI_TCoffee</td>
<td>#7</td>
</tr>
<tr>
<td>EBI_MUSCLE</td>
<td>#7</td>
</tr>
<tr>
<td>EBI_MAFFT</td>
<td>#7</td>
</tr>
</tbody>
</table>

Figure 11 – Example of a workflow cluster.

4 RELATED WORK

There are some approaches in the literature that propose mechanisms to cluster sets of scientific workflows. The approach proposed by Santos et al. (2008) is the most similar to the SimiFlow architecture since it creates clusters of workflows. In this approach workflows are represented using graphs and multidimensional arrays. In addition, it uses the common sub graph metrics (Bunke and Shearer 1998) in the case of graph repre-

The clustered workflows can be viewed at http://gexp.nacad.ufrj.br/news/simiflow
sentation and cosine distance in the case of multidimensional arrays. The clustering algorithms used were the K-means (Han and Kamber 2006), K-medoids (Han & Kamber 2006) and hierarchical algorithm (Jain et al. 1999). Although the results were satisfactory the workflow representation using graphs or arrays do not provide specific properties of scientific workflows such as input and output ports, for example.

The work proposed by Jung & Bae (2006) proposes a methodology of workflow clustering based on process similarity measures. The main purpose of workflow clustering in this work is to support process repository analysis. Similarly to Santos et al. (2008), Jung & Bae (2006) calculate the similarity of activities of the workflows by using the Cosine measure. Due to that, the algorithm is based on using multidimensional arrays to represent workflows. However, when we represent a workflow using multidimensional arrays we cannot provide specific properties of scientific workflows such as input and output ports, for example.

There are some work that presents mechanisms and techniques to compare data models. Ohst et al. (2003) introduces a method to identify differences between versions of an UML diagram. It proposes methods for detecting and communicating changes in the context of software configuration management (SCM) systems. They consider two broad categories of UML document modifications: Intra-node differences and Structural differences. In both categories, the UML diagram is represented using an acyclic graph in the form of a spanning tree (Cormen et al. 2001). The algorithm compares the different levels of the spanning tree with all others. Using the different levels of a spanning tree allows the comparison to be more precise and robust. The main difference between this approach and SimiFlow is that this approach uses graphs to represent workflows while SimiFlow does not. Actually this is the same problem of the approach proposed by Santos et al. (2008): when graphs are used to represent workflows they do not provide specific properties of scientific workflows such as input and output ports, classes of activities and so on.

Another approach, proposed by Uhrig (2008), compares UML class diagrams with low computational cost. To achieve its goal, this approach compares each class of the diagram with all others, thus creating a bipartite graph. In this graph each edge has an associated value that represents the cost of each pair of classes. Similar to the previous ones, this approach uses graphs to represent workflows and presents the same limitations.

Another similar approach to SimiFlow is the SiDiff (2010) approach. The main goal of SiDiff is to compare data models, thus providing comparison and merge algorithms. The comparison algorithm used by SiDiff is similar to the one proposed by Ohst et al. (2003) and uses spanning trees and level comparison.

Figure 12 – Representation of workflow clustering.
The similarity between SimiFlow and SiDiff is that both of them apply penalties to the elements when comparing them.

Another approach for reusing scientific workflows is presented by the myExperiment team in Goderis et al. (2008). In this approach, scientific workflows are grouped to be reused. However, this grouping is based on descriptions of scientific workflows instead of considering workflow structures. In addition, it is focused on workflows specified in Taverna format, while SimiFlow is independent of SWfMS.

CONCLUSIONS

Scientific workflows represent a step forward in the management of scientific experiments based on simulations. As there may be different programs and parameter configurations, these experiments can become increasingly complex, and a representation in different abstract levels is important. However, in the existing systems, there is little support to accomplish this task. Especially when scientists already have specified concrete workflows, it is difficult to know that a group of concrete workflows is, in fact, part of the same experiment. These workflows should be analyzed, compared, and clustered in order to create conceptual representations, helping scientists in their experiments.

In this paper we presented SimiFlow, which is an architecture to support workflow comparison and clustering based on similarity. The comparison and clustering of scientific workflows may facilitate the organization of external repositories of scientific workflows such as myExperiment. SimiFlow provides the necessary infrastructure to perform comparison and clustering based on workflow similarity.

SimiFlow is also an extensible architecture and it is based on the concept of cartridges which makes the implementation of different comparison and clustering mechanisms in SimiFlow easier. Although we used scientific workflows of one domain of knowledge (bioinformatics) in the study presented in this paper, experimental results evidenced that the comparison and the clustering algorithms implemented in SimiFlow are a promising solution to generate clusters of scientific experiments. These clusters can be possibly used in the future to create conceptual representations of scientific experiments, such as experiment lines (Ogasawara et al. 2009b).

As future work, we intent to execute the comparison and clustering of all workflows of the myExperiment site using parallelism techniques within Hydra middleware. Another future work includes the development of more comparison and clustering algorithms to enhance SimiFlow.
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